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Abstract In this paper, a key capability for UAV visual servoing in automatic land-
ing is investigated: the possibility to add an output constraint to a given control law,
namely that a ground target point be maintained inside the camera field of view
(FoV). This method has been recently developed, and the present study represents
an application of this method, which can be applied to any nonlinear system. First,
a control law for UAV automatic landing is proposed. Then, the output constraint
method is presented. Later, the method is applied to the UAV landing case. Finally,
simulation results are presented, which show the relevance of the method. The ap-
proach thus solves a key element of any visual servoing problem: the possibility to
maintain a given object inside the camera field of view.

1 Introduction

Various studies have recently investigated the possibility to succesfully land a UAV
through a vision-based control law. In [1], a linear visual servoing control scheme
for the automatic hovering of a blimp is proposed. The same authors have later pro-
posed [2] a visual servoing scheme for vanishing features with application to UAV
automatic landing. A nonlinear framework for UAV automatic landing is proposed
in In [3]; it is based on 2D information from the camera image and the bi-normalised
Plücker coordinates.
These studies make an important assumption for practical implementation: the ob-
ject of interest is assumed to remain inside the camera field of view along the land-
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2 Laurent Burlion and Henry de Plinval

ing trajectory. Some other studies have considered ensuring this property instead of
making this assumption. Thus, [4] ensures this property through optimal paths com-
putation and homography matrix switches. Also, [5] controls a rigid body while
maintaining a target inside the field of view through Backstepping motion. There,
smart strategies are proposed to maintain the object of interest inside the video-
camera field of view. However, these strategies cannot be directly implemented for
automatic UAV landing, since they would lead to infeasible trajectories for such air-
craft: a conventional aircraft is not able to rotate at a given spot in space, and its
linear / rotational velocities are not independent degrees of freedom.
In this study, we use the so-called homography matrix to maintain a given ground
point inside the videocamera field of view. This matrix represents the image trans-
formation corresponding to a change in the camera point of view. It has been ex-
ploited n different studies. [6] uses it to reconstruct the 3D structure based on two
different views. In [7], a similar approach is proposed in the context of vision based
car platooning. [8] builds a complete visual map-less navigation from the use of ho-
mographies. The analytical decomposition of the homography matrix has also been
investigated in terms of position / orientation, as [9] or [10]. The notion of homogra-
phy itself has also been extended, as the super-homography in [11]. [12] proposes a
framework to control a robot based on information extracted from the homography
matrix.
Imposing a constraint on given outputs or inputs is a problem which arises in most of
the control applications and have been investigated in the past by many researchers.
Note that the input constraint problem is rather less difficult and was more investi-
gated in the past decades (see for instance [13]).
One can divide the proposed solutions to these problems into two groups : in the first
group, the methods check if the constraints will be violated by predicting the future
while in the second, at each time the methods try to avoid the constraints. Regarding
linear systems, future prediction is easier; moreover, dedicated LMI-based methods
have been proposed [14, 15]. Finally, state and input constraints problems are close
to one another since there exists [16, 17] a relationship between a constrained out-
put and an induced constrained input (whose constraints values are state dependent
and so time-varying).
One of the authors of this paper has recently [18] generalized this idea to nonlin-
ear systems and shown how to convert one output constrained nonlinear system
into one input constrained nonlinear system. When comparing with existing results
[19, 20, 21, 22, 23], [24, 25, 26], this method has several advantages : no predic-
tion is used and/or it does not require the nonlinear system to be in some special
form. Note however that this preliminary work only addressed the problem to con-
strain one output which is not sufficient to solve the applicative problem investigated
in this paper.
The structure of this paper is the following: the first section presents the problem at
hand. Section 2 proposes our main results: after some theoretical developments, the
method is presented, which transforms the FoV constraints into a state-dependent
saturation functions applied to the baseline flight control laws. Section 3 illustrates
our results on the motivating example of a landing UAV. It also provides some nu-
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merical results. Finally we conclude the paper together with future research direc-
tions.

1.1 Notations

Let R (resp. N ) denote the set of real numbers (resp. natural integers). In this pa-
per, we are interested in nonlinear systems of dimension n ∈N . For i ∈ [1,n], we
note ei the vector of the Euclidean basis of Rn.

Given σ ∈ C 1(Rn,R), L f σ := ∑
n
i=1 fi∂iσ denotes its Lie-derivative with respect

to f .

Throughout this paper, we will use the following useful notations :

Given r ∈N real numbers K1, . . . ,Kr, we note

K j,r :=
r

∏
i= j

Ki

and we also pose (for convenience) :

∀ j ∈N , K j+1, j := 1

Given two real numbers zmin < zmax, we note :

z 7−→ Satzmax
zmin

(z) = max(zmin,min(zmax,z))

the saturation function of a variable between zmin and zmax

1.2 Variables list

Here is a list of the variables introduced in the text:
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4 Laurent Burlion and Henry de Plinval

Variable name Description
g gravitation constant

ω = (p,q,r) angular velocity
m aircraft mass
V linear velocity

Faero aerodynamic forces
Fpropu propulsion force
x,y,z cartesian coordinates

φ ,θ ,ψ roll, pitch, yaw angles
γ trajectory slope
α angle of attack
α0 equilibrium angle of attack
S wings surface
V0 linear velocity
ρ air density

Czα
aerodynamic coefficient relating

angle of attack and lift
H homography matrix

R, p rotation matrix and translation vector
from reference image pose

d∗,n∗ distance to ground and unit vector normal to the ground
wi output to be constrained

(xc(t),yc(t),zc(t)) reference trajectory
(δx,δy,δz) = (x− xc,y− yc,z− zc) position error with respect to

reference trajectory
Ki,K j,r user defined constant numbers and

product of these numbers

2 Problem statement

In this section, the considered problem is presented. We are interested in forcing a
given function of the system’s state to remain inside a desired range. In this article,
the case of an unmanned landing aircraft is addressed. This aircraft is supposed to
make use of a videocamera for e.g. visual servoing purpose, for instance in order
for state estimate improvement purpose. This aircraft is controlled via a feedback
such that it remains on a predefined landing trajectory. We aim at showing how such
a basic control law can be modified so as to take into account an additional output
constraint. In the present case, the constraint consists in maintaining a given ground
object in the camera field of view.
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2.1 Aircraft model

In this paper we assume that the aircraft attitude remains small -which is mostly the
case for an aircraft landing-, so that a linear assumption is made. However, nonlinear
terms do appear in the model through the image model. The retained model is that
of a standard aircraft, with main aerodynamics effects taken into account. In order
to simplify the computations carried in this paper, we assume direct control of
the aircraft through angular velocity vector

ω := (p,q,r)T

Thus, the propulsion and aerodynamics moments do not need to be computed.
The aircraft acceleration is modeled by :

mV̇ = Faero +Fpropu (1)

The propulsion force is chosen such that the norm of the speed ‖V‖ is considered
constant all along the landing phase (‖V‖=V0).
With the small angles assumption and some approximations, the longitudinal dy-
namics of the aircraft is given by:

ẋ = V0
ż = −V0γ

mV0γ̇ = 1
2 ρSV 2

0 Czα(α−α0
eq)

α̇ = q− γ̇

(2)

and the lateral dynamics: 
ẏ = V0ψ

ψ̇ = − g
V0

ϕ

ϕ̇ = p
(3)

We also assume that β = 0 and r = gϕ

V0
.

Coefficients are as follows: 

S = 260m2

m = 1,1.105kg
Czα = 5
α0

eq = 3.7185deg
V0 = 70m.s−1

g = 9.81m.s−2

ρ = 1.225kg.m−3

(4)
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6 Laurent Burlion and Henry de Plinval

2.2 Image modeling, homography matrix

In the studied application case, a UAV uses a videocamera for e.g. state estimation
improvement. Thus, given features on the ground have to be maintained inside the
videocamera field of view. This constraint is computed based on the UAV state. To
do this, we use the so-called homography matrix. This matrix has been used in the
past in visual servoing applications ([6], [7], [8]). We assume that a set of ”refer-
ence” pictures of the landing runway taken along the desired landing trajectory are
available. In this article, we consider one reference image, available for compari-
son with the current image seen by the videocamera. At each instant, we aim at
maintaining one particular object described by a pointing direction in the reference
image inside the field of view. This can then be exploited to maintain the runway in
the field of view. The homography matrix can be computed based on a comparison
between the current and reference images (see [27, 12] for more details and asso-
ciated computation algorithms). This matrix represents the transformation between
the target’s points coordinates from the reference pose to the current pose. It is given
by:

H = RT − 1
d∗

RT pn∗T (5)

where R, p, are the rotation matrix and translation vector from the current to the
reference frame, d∗ the distance from the UAV reference position (where the picture
was taken) to the ground plane and n∗ the normal to the target plane, expressed in
the reference frame. Based on this matrix, the current image coordinates of a ground
object described by a pointing direction in the reference frame can be computed.
To do this, we first compute Hv∗, with v∗ being this pointing direction. This vector
v=Hv∗ is normalized (projection onto the image plane) through w=(v2/v1;v3/v1).
The obtained vector w contains the 2D coordinates of the point of interest in the
current image. Consequently, in order to maintain this point in the field of view, one
needs to enforce the following inequalities:

−1≤ w1 ≤ 1

and
−1≤ w2 ≤ 1

Note that ensuring instead −0.5 ≤ w2 ≤ 0 would constrain the object to stay
inside a given sector of the current image. Now, these constraints will be considered
in the application case.

The derivative of the homography matrix is needed for computations. It is com-
puted as:

Ḣ =−S(ω)H− 1
d∗

v̄n∗T

with v̄,ω being the linear and angular velocities. The image coordinate points
could be computed directly, without this step of computing the homography matrix;
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however, this choice has been made in order to insist on its relationship with recent
works on this topic.

2.3 First control design

The following trajectory was retained for the landing phase:

xc(t) = x(t) ; yc(t) = 0 ; zc(t) = x(t)tan(γc)

where γc =−3deg.
Let: δy = y− yc,δz = z− zc,δα = α−α0

eq and δγ = γ− γc.
The basic control laws are defined with the following form:{

q = kzδz + kγ δγ + kα δα

p = kyδy + kχ χ + kφ φ
(6)

Its coefficients are computed through classical backstepping design with a time scale
separation assumption. (Note that the system to control being linear, other design as
LQ or poles placement can have been used).
Fig. 1 represents the result obtained when starting with an initial error on z and y
and applying the proposed control law with no FoV constraint so far:

2.4 Output constraint method

The proposed output constraint method [18] is based on the key remark that an
output constraint can be recast into an input saturation. The principle is recalled in
the annex, while Fig.2 is a representation of the relative degree 2 case.

To use this method for the landing problem with FoV constraint, let us first pro-
vide an extension of the first theorem presented in ([18]). It consists in extending the
result to several outputs and inputs.

Theorem 1 Consider a nonlinear system in the class (8) with full state measurement
(i.e y= x) and z and u belonging to R2. Let z1,min < z1,max and z2,min < z2,max be four
real numbers. Let z = [z1,z2]

T , u = [u1,u2]
T , g = [g1 g2] and σ(x) = [σ1(x),σ2(x)].

Assume z1 (resp. z2) is of relative degree r1 ∈N>0 (resp. r2) and that the following
2×2 matrix Mz(x) is invertible for all x ∈Rn

Mz(x) :=

[
Lg1Lr1−1

f σ1(x) Lg2Lr1−1
f σ1(x)

Lg1Lr2−1
f σ2(x) Lg2Lr2−1

f σ2(x)

]
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8 Laurent Burlion and Henry de Plinval

Fig. 1 Landing phase representation

Fig. 2 Representation of the method for relative degree 2 case

Assume the existence of K1
1 , . . . ,K

1
r1
> 0 and K2

1 , . . . ,K
2
r2
> 0 such that the initial

conditions (state) x(0) satisfies:
∀k ∈ [1,2],∀ j ∈ [0,rk−1],
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Kk
1, jzk,min ≤

j

∑
i=0

Kk
i+1, jL

i
f σk(x(0))≤ Kk

1, jzk,max

then it is possible to find a saturation for the control law u which is state-dependent
and such that z1 (resp.z2) will stay in [z1,min,z1,max] (resp.[z2,min,z2,max]).

Proof: See Annex.

2.5 Output constraint method applied to the case of a landing
aircraft

In this application case, it is assumed that a reference image has been taken along
the reference trajectory. To this reference image, taken at reference time ti, is asso-
ciated the ”error position” δ̄x = x(t)− xc(ti), δ̄y = y(t)− yc(ti), δ̄z = z(t)− zc(ti), at
every instant. Based on this piece of information, and using the above expression
for the homography matrix, given the direction [v∗1;v∗2;v∗3] of the ground point in the
reference image, it is possible to compute the linearized homography matrix and the
current image frame coordinates of the ground point ([12]), namely:

v1 := v∗1 + v∗2ψ− v∗3θ

v2 := v∗1
(
−ψ +

δ̄y tan(γc)
|zc(ti)|

)
+ v∗2 + v∗3

(
φ − δ̄y

|zc(ti)|

)
v3 := v∗1

(
θ + δ̄z tan(γc)

|zc(ti)|

)
− v∗2φ + v∗3

(
1− δ̄z

|zc(ti)|

)
It can be checked that ∀t, v1 6= 0.
The outputs to be constrained, namely the ground point normalized image coordi-
nates, are given by:

w1 :=
v2

v1
& w2 :=

v3

v1

They have to be kept inside [−1,1] in order to maintain the point inside the camera
FoV. Also, the inputs are p and q, so that the relative degrees of the outputs with
respect to the inputs are r1 = r2 = 1.
To be able to apply the main theorem proposed above, it is possible to show that the
following matrix needs to be invertible:

Mz(x) =
1
v1

[
v∗3 v∗3w1
−v∗2 v∗1 + v∗3w2

]
Since we know that v1 6= 0 and v∗3 6= 0, Mz is known to be invertible iff:

v∗1 + v∗2w1 + v∗3w2 6= 0

thus, the outputs can be enforced to remain in their allowed range iff they abide by
their constraints at t = 0 and the following geometrical condition is satisfied:

FrBT3.2

1554



10 Laurent Burlion and Henry de Plinval

v∗T

 1
w1
w2

 6= 0 (7)

This condition has nicely a simple geometrical interpretation: it is the scalar prod-
uct of two vectors, namely the vector v∗ -the target point direction in the reference
image- and the vector [1,w1,w2]

T -the target point direction in the current image.
The condition thus consists in these vectors not being perpendicular to one another.
Indeed, would they be perpendicular, the image coordinates of the point would no
more be controllable from the two controls: when moving in one or the other direc-
tion, it would not change one of the point image coordinates, so that it would not be
possible to satisfy the constraint. Note that this condition cannot happen with a 45 ˚
field of view videocamera if the ground point vector v∗ is not chosen on the edge
of the image and if the constraint is satisfied at the initial time and later on from
the output constraint method. Indeed, the two vectors cannot be perpendicular since
they are both inside the camera field of view.

We need to compute fw such that ẇ1 and ẇ2 are of the form :[
ẇ1
ẇ2

]
= fw(x)+Mz(x)

[
p
q

]
Because r1 = r2 = 1 and because the constrained variables are maintained in [−1,1],
we conclude that our inputs saturations for k ∈ [1,2] are limited by the following
terms:

hk
1(x) = −Kk

1(wk +1)− eT
k fw(x)

hk
2(x) = −Kk

1(wk−1)− eT
k fw(x)

With our basic control law [p,q], the final control law [psat ,qsat ] is given by:

[
psat

qsat

]
= [Mz(x)]−1

Sath1
2(x)

h1
1(x)

(
v∗3 p+v∗3w1q

v1

)
Sath2

2(x)
h2

1(x)

(
−v∗2 p+(v∗1+v∗3w2)q

v1

)


3 Simulation results

The simulation results are now presented. The UAV trajectory is represented on Fig.
3 and 4, from a longitudinal viewpoint. The green lines show the constraint effect:
the trajectory is slightly modified, in order to maintain the ground object inside the
FoV.

In a similar way, Fig.5 depicts the lateral viewpoint trajectory. Again, the trajec-
tory is modified by the output constraint.
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Fig. 3 View of the longitudinal trajectory

Fig. 4 Longitudinal trajectory angles

Fig. 7 shows the constraint variables evolution (w1,w2). The variable keeps in-
creasing, since the ground point gets closer to the edge of the current image. With-
out the constraint method, the variable would increase and get outside its allowed
range, while the proposed method ensures that it is maintained in its limits. In a
further study, we shall consider the case of a sequence of reference images.

Fig. 8 finally represents the control variables variation, with green lines depicting
the output constrained case; the method has a visible effect on the controls, and this
effect enforces the desired constraint.
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12 Laurent Burlion and Henry de Plinval

Fig. 5 View of the lateral trajectory

Fig. 6 Trajectory view with current image

Fig. 7 Evolution of w1(t), w2(t) with their desired limits

4 Conclusion

In this paper, a control law able to have a UAV automatically landing while main-
taing a ground target point inside a videocamera field of view has been proposed.
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Fig. 8 Evolution of the controls

To this end, a recently developed output constraint method was used, and its ap-
plication to this case was presented. One must notice the importance of this result:
indeed, most visual servoing studies make the assumption that the target does not
exit outside the camera field of view, while this requirement is forced in our control
scheme. This method thus opens new prospectives in the visual servoing field. Fu-
ture directions include the use of a sequence of reference images, and the application
of this method to other classes of vehicles.

Annex: output constraint method principle

We first recall the principle of the method for the case where one output z is to be
restricted inside a given interval [zmin,zmax], and where the system is controlled by
a single input u.
We consider the class of nonlinear systems described by:{

ẋ = f (x)+g(x)u
z = σ1(x)+σ2(x)u

(8)

with f ,g,σ1,σ2 in C ∞, x ∈ Rn fully measured, the control u and the constrained
output z belonging to R.
The proposed method can be summarized as:

1. the relative degree ’r’ of the constrained output with respect to the input has to
be computed. It is the number of times one needs to derivate the output before
seeing the input appearing in the ’r’th order derivative. Let: r = drel

u z.
2. the following remarks can be made:

• if drel
u z = 0 (i.e σ2 6= 0), then the output depends on the input and limiting the

input u and the output z are strictly equivalent:
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14 Laurent Burlion and Henry de Plinval

z ∈ [zmin,zmax]⇔ u ∈
[

zmin−σ1

σ2
,

zmax−σ1

σ2

]
• if drel

u z = 1, we note that:

ż = L f σ1 +(Lgσ1)u where Lgσ1 6= 0

In this situation, one may want to use a ’switching’ control scheme u which
verifies : {

(Lgσ1)u≤−L f σ1 when z = zmax
(Lgσ1)u≥−L f σ1 when z = zmin

This scheme is not, however, desirable:
– it consists in a ’switching law’ and not in a saturation on u
– there is no obvious way to extend this design to a higher relative degree

drel
u z.

3. instead, for the relative degree 1 case, given any constant K > 0, one can apply
the following constraint :

ż ∈ [−K(z− zmin),−K(z− zmax)] (9)

As a result, z will remain inside [zmin,zmax] provided its initial value is already.
Note that this is the same as using the following saturation :

(Lgσ1)u ∈ [−L f σ1−K(z− zmin),−L f σ1−K(z− zmax)] (10)

thus the problem is cast as an input constraint and, most interestingly, can be
applied iteratively when drel

u z > 1.
Let us consider the case where drel

u z = 2. Let us use two times a condition of the
form (10). Given K1 > 0, one would like to apply:

ż ∈ [−K1(z− zmin),−K1(z− zmax)] (11)

This is however not possible to apply directly this constraint since drel
u z = 2 so

that ż does not contain u. Let us write{
żmin := −K1(z− zmin)
żmax := −K1(z− zmax)

For K2 > 0, let us consider enforcing

z̈ ∈ [−K2(ż− żmin),−K2(ż− żmax)] (12)

Written in this form, the constraint is equivalent to a constraint on the control
u since drel

u z = 2. As a conclusion, keeping the trajectory t 7−→ (z(t), ż(t), z̈(t))
between two hyperplanes of the space (z, ż, z̈) (see Fig. 2) is enough to ensure the
desired constraint.

FrBT3.2

1559



Automatic UAV Landing with Ground Target Maintained in the Field of View 15

Annex: Theorem Proof

The relative degrees r1 and r2 definitions provide:[
z(r1)

1

z(r2)
2

]
=

[
Lr1

f σ1(x)
Lr2

f σ2(x)

]
+Mz(x)

[
u1
u2

]
Let: [

Γ1
Γ2

]
:= Mz(x)

[
u1
u2

]
the constrained outputs are decoupled with respect to the inputs Γ1,Γ2 so that Γ1
(resp. Γ2) may be used to maintain z1 (resp.z2) inside its range.
Theorem 1 from [18] applied for k ∈ [1,2] ensures that if the input Γk is maintained
inside [hk

1(x),h
k
2(x)] with:

hk
1(x) = Kk

1,rk
zk

min−∑
rk
i=0Kk

i+1,rk
Li

f σk(x)
hk

2(x) = Kk
1,rk

zk
max−∑

rk
i=0Kk

i+1,rk
Li

f σk(x)

then the output zk will be maintained in [zk,min,zk,max] as long as the initial state is
such that ∀ j ∈ [0,rk−1]:

Kk
1, jzk,min ≤∑

j
i=0Kk

i+1, jL
i
f σk(x(0))≤ Kk

1, jzk,max

To conclude the proof, we go back to the inputs u1 and u2. Let usat
1 and usat

2 be
the corresponding saturated outputs. Indeed, since Mz is invertible, saturating Γk by

Sat
hk

2(x)
hk

1(x)
leads to :

[
usat

1
usat

2

]
= [Mz(x)]−1

Sath1
2(x)

h1
1(x)

(Γ1(x))

Sath2
2(x)

h2
1(x)

(Γ2(x))



= [Mz(x)]−1

Sath1
2(x)

h1
1(x)

(
eT

1 Mz(x)
u1
u2

)
Sath2

2(x)
h2

1(x)

(
eT

2 Mz(x)
u1
u2

)

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