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Abstract One of the major challenges in robotics is to develop a flg-fibot that
can autonomously fly around in unknown environments. Siktbe-art research
on autonomous flight of light-weight flapping wing MAVs usegarmation such
as optic flow and appearance variation extracted from aesiceyinera, and has met
with limited success. This paper presents the first studyeoés vision for onboard
obstacle detection. Stereo vision provides instantandstsnce estimates making
the method less dependent than single camera methods oarttezac motions re-
sulting from the flapping. After hardware modifications speally tuned to use on
a flapping wing MAV, the computationally efficient Semi-GitMatching (SGM)
algorithm in combination with off-board processing allofes accurate real-time
distance estimation. Closed-loop indoor experiments thiehflapping wing MAV
DelFly Il demonstrate the advantage of this technique overuse of optic flow
measurements.

1 Introduction

Autonomous flight of flapping wing MAVs (FWMAVS) is a considéta challenge.
The main reason for this is that their light weight prevetis tise of heavy and
energy-consuming laser scanners that are successful viehlbVs such as quad
rotors [1] [2]. Still, there have been several attempts hteaing autonomous flight
with FWMAVs. Hines at al. [3] describes an FWMAV design that isrently not
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able to fly on its own, but experiments show it is able to cdriteopitch and roll
angle by using actuators that change the wing shape. Lin[df ahows the altitude
control of the 10 gram FWMAV calle@olden Shitch. No onboard processing or
sensing is used for this task. Using an external stereo @atherposition of the
vehicle is determined, and further control is performed gycaund station. Duhamel
et al. [5] presents an experiment with a 101 milligram flagpiving microrobot
calledRoboBee. Using an onboard optic flow sensor and a well textured sciben
altitude is successfully controlled offboard in a closedd experiment, with only
small oscillations and a slight drift. Baek et al. [6] perfa closed-loop altitude
control on a 12 gram ornithopter by using an external cantei@follow up on this
research [7], a 13 gram ornithopter is presented that istaldlg autonomously to
a target, using an onboard infrared sensor for target tngcnd 3-axis gyroscopes
for attitude estimation. During 20 trials a success rate5%8s reached. Garcia
Bermudez et al. [8] performes optic flow measurements on aaih @rnithopter.
Heavily down-sampled onboard camera images are storedachiuturing flight,
and uploaded to a computer afterwards to compute optic flbv.main finding is
a strong coupling between body motion and the sensed optic Tedrake et al.[9]
shows autonomous flight of an ornithopter with a 2-meter wji@n. Only pitch
control has been tested successfully using an IMU.

With DelFly Il several autonomy experiments have been peréal dealing with
various control tasks [10]. These tests range from heightrobwith an external
camera to height control and path following with an onboamhera and offboard
processing. Also a novel appearance cue for obstacle axa@@da introduced [11]
[12]. It is based on the principle that when an object is apphed, its colors and
detailed texture become more and more visible, while otligeats move out of
sight. It is shown that this cue is a useful complement tocofbdiw for detecting
obstacles with the DelFly.

This experiment showed that optic flow is still not sufficieémtperform obsta-
cle avoidance on FWMAVSs. To perform good optic flow measuremére camera
images should be noiseless and rotation rates should bekneguiring three gyro-
scopes that can measure the rotational speeds of the veMledesurements should
be performed onboard, but the amount of onboard processingris currently too
limited. Therefore the video signal is sent to a ground atativhich implies a low
frame rate. The frame rate of 30 FPS and line-by-line reogrdf the camera result
in large image distortions that affect the optic flow quality

In this paper the use of stereo vision is proposed to circatntvese problems.
For optic flow image sequences are used, while stereo visies images taken at
the same time. Vehicle motion has therefore a smaller infle@n the quality of the
measurements and the video frame rate is of no importancleeoguality of indi-
vidual measurements. Furthermore, it gives an instanteneeerview of obstacles
in sight of the camera.

In Section 2 a description is given of the DelFly system idalg stereo cameras
and ground station. Section 3 discusses stereo vision analdgbrithm used in this
study. The performance of the stereo vision system is preg@émSection 4. Closed-
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loop autonomy experiments and their results are discuss&edtion 5. Finally a
summary of the conclusions is given in Section 6.

2 System Design

Since the research in this study focused on FWMAVS, tests parfermed with the
DelFly Il. Its design is shown in Figure 1. The most definingttee of the DelFly
is that there is always a camera and transmitter onboartistudy two cameras).
The current version of DelFly Il is also equipped with gyrders, a pressure meter,
and onboard processing for these high-frequency measuatenfedditional defin-
ing features are its biplane wing model and its tail. For ndeails, the interested
reader is referred to [12]. Figure 2 shows an overview ofyatesm components and
their interactions.

Fig. 1 Side-view of DelFy
Il including stereo vision
cameras

For communication with the ground station a Bluetooth tcaner is used. This
system operates at the same frequency as the NTSC transwhitie stereo system:
2.4GHz. Wi-Fi networks normally operate around this fragyeas well. As a result
the images received on the ground can become noisy, assisdiled in figure 3. The
ground station is a 2.30GHz dual-core system running on Wiisd/. The system is
prone to several types of delay. It takes around 60ms tovede¢ stereo images on

motor controller
: stereo cameras r0SCO|
DelFly P o

rudder and elevator servos

Fig. 2 Diagram of the in- Ground .“

teraction between all system
components
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Fig. 3 Example of noise due
to an interfering source. Left
is noise free, right contains
severe noise

the ground. Processing is then performed in real-time (40and control signals
are then send via Bluetooth. This is the slowest step, whidbast takes around
60ms. However, because of interference from the other mgstgperating around
the same frequency, this delay varies over time and can keowone than 200ms in
some cases.

The main feature of interest is the stereo vision cameraghwhill be discussed
in more detail. Due to the stereo camera system the weighteoDelFly in this
current configuration is more than usual. Normally the tateight including sen-
sors and batteries is under 17 gram. However, the stereanvisistem, including
a separate battery, accounts for 5.2 gram. The total weilgtiteoDelFly in this
configuration is 21.1 gram.

The selected configuration of the DelFly for this study isstmw-forward flight
because of the purpose of indoor obstacle avoidance. ledhigguration the speed
can still be increased to several meters per second, but &lsa fly stable with only
0.6m/s. Hovering is not possible due to the heavy weight efctbnfiguration. The
speed is controlled by the tail elevator. The rudder can kd ts make turns. The
turn speed can be controlled accurately with a servo. Horvéwere is variation in
the response of the DelFly to a rudder input. The turns arefbee not strictly cir-
cular. Furthermore, giving too much rudder input will résala fast spiral motion.
Still, with sufficient rudder input the turn diameter is lékan 1m.

2.1 Stereo Vision Camera

The stereo camera system is the main sensor on the DelFtpritponents can be
seen in more in detail in figure 4. The setup consists of twalssonized CMOS
720x240 cameras (with an offset of 7.6 cm) running at 25 Hzaadl GHz NTSC
transmitter. The cameras have a field of viewtd0 degrees horizontally. Because
there is only one transmitter, the video streams from bothecas have to be com-
bined as one. In the initial setup this was done as followsN&a8C frame consist
of an even field and an odd field. To combine two synchronize&@GlTameras,
the even lines of the first camera are scanned first, and tleeoatimera source is
switched and the uneven lines of the second camera are stafrins image-based
scheme results in frames which consist of image lines franeft and right camera
alternately. The resulting frame size is still the same ¥430) but the resolution
for each camera has now been reduced to 720x240 pixels.
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Fig. 4 Stereo camera system.
The base line of the cameras
is 7.6cm

During early tests with the camera system a shortcomingisfsitup was no-
ticed. The result from the stereo matching process wasgyraffected by the mo-
tion of the camera. During static tests the results were fgiognand proved to be
reliable, but during motion the results would become dtsthrSince all even lines
are scanned before the uneven lines in this image-basenhsctigere is a time dif-
ference between the scan lines from the left and the righy@naéhe first line of the
‘transmitted’ image comes from the right camera, the sedimedcomes from the
left camera. When the camera is at rest, it can be roughly as$tinat these two
lines are observing the same features. When the camera istiormihis assump-
tion does not hold anymore because of the time differencepfeximately 20ms
(half the time between two frames) between the lines. Duthigjtime the cameras
might have changed orientation and the left and right imageslicover different
view directions. As a result, the output from the stereo imatg process becomes
distorted.

The hardware of the camera system was changed such thatreadifter a scan
line has been scanned, the system switches to the otheraafsea result of this
line-based scheme the frames sent by the transmitter nogistaf two sets of two
images that have been taken at different times. This istifited in figure 5. Two
images (one from the left camera and one from the right carnaeeacaptured on the
even lines first (light colors), and after that another sedtefeo images is captured
on the uneven lines (dark colors). The images on the unewes hre always the
most recent stereo images, and these are used for steresgirar Each individ-
ual image now has a resolution of 720x120 pixels. The benkfiiie approach is
that the time difference between the stereo images has kdenad significantly.
Instead of switching between cameras after 240 lines hase seanned, switching
is now done after each single scanline.

So by changing the hardware synchronization from an imaged scheme to
a line-based scheme, the time difference has been redutedvactor 1/240 to
roughly 83us. For the purpose of stereo matching it is assumed that tngecoitive
uneven image lines (which always contain image lines froth bameras) cover the
same image areas.

The impact of this modification is shown in figure 6. A smaltteas performed
where the stereo camera setup was positioned at a fixed lakighe a large chess-
board (to assure texture). A record was made of the came@nstivhile during the
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Left Camera Transmitter / Right Camera N\

Fig. 5 Line-based synchronization scheme designed for FWMAV stereawi$ioe ‘transmitted’
image consists of image lines from the left and right camera’s. Ve knes (light) are scanned
first and consist of image lines from the left (blue) and right \iinera alternately. It takes about
83us to scan one image line. After all even lines have been scartmedneven lines (dark) are
scanned from the left and right camera alternately.
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Fig. 6 Comparison between the camera reading methiagsinitial methodBottom implemented
method. During the first 135 frames there is no motion (dash-dditied), further on there is a
relative motion between the camera and the chessboard (sokgl.line

first few seconds the scene was static. After a few seconelshisssboard was slid
back and forth (left-right in the camera view) to introducetion. The disparity
was then computed for both types of camera implementatmisgeé the effect of
motion on the output. From the figure it is clear that the ialitsystem (top plot)
performs significantly worse as soon as the scene starts we.nf@om the data
one can see the left-right motion of the chessboard. Whenhbsgsboard slides to
the left, the images appear to move towards each other. Hesitaller disparity is
measured. When sliding in the other direction, larger difparare measured. From
the top plot it can be seen that this motion is not visible ftammeasurements. But
it should be noted that the measurements show smaller amgaduring the first
seconds of the experiment when there was no motion.

In this setup the effective resolution is reduced to a quaftthe original resolu-
tion. However, this is not an issue since the images are aoipled to a resolution
of 160x108 to perform stereo processing at 25Hz. As notedrbe¢he camera im-
ages can be subject to noise. Furthermore, in the curreup deth cameras make
use of the same intensity calibration parameters, whicy apply to one of them.
As a result there is a major difference in sensitivity to btignage features. The
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cameras are also very sensitive to direct and reflectedghuniihis can blind the
cameras. Also high frequency light sources can have a Histyeffect.

3 Stereo Vision methods

Computer stereo vision is the extraction of 3D informatiooni digital images.
In general this implies that images from two or more camerasw@aluated by an
algorithm that tries to compute which pixels correspondhtogame physical object.
When this matching is done, it is known for each pixel how laitge shifted in
other images. By knowing the characteristics of the caméhase shifts (denoted
as ‘disparities’), can be converted to real xyz-coordigaBy using all image pixels
together a 3D reconstruction of the scene can be obtained.

A considerable amount of research has been done for decadks problem of
computational stereo vision. This research is still ongairith focuses on quality
and computational efficiency. These are conflicting aspéct®ncise overview of
computer stereo vision methods that have been developedh®/gears is beyond
the scope of this paper. Interested readers are referrdetMiddlebury taxon-
omy of Scharstein and Szeliski [13] and the evaluation of Barnet al. [14] for
overview articles. For stereo vision on a flapping wing MAW tmain requirement
is implementability in real time systems. Real-time parfance can be obtained
in two ways: by using efficient algorithms or by using spediardware imple-
mentations. In this study the focus lies on efficient aldnis. Using for exam-
ple a Graphical Processing Unit(GPU), Field Programmalate @rray (FPGA),
Application-Specific Integrated Circuit (ASIC) or Digit&lignal Processor (DSP)
allows the use of optimized computation strategies thavarg specific and have
a limited applicability. Since the aim of this study is to werge to full autonomy,
onboard processing is also a topic of interest. It is betidhat if algorithms cannot
be implemented on a CPU in real-time, they will also be no watd for on board
processing in future systems. The focus in this study isfoee further limited to
methods that enable real-time performance on CPUs.

Comparison

Stereo vision algorithms can be divided in four groups ddpenon the optimiza-
tion strategy they are based on: Winner-Takes-All, One-isional Optimization,
Multi-Dimensional Optimization and Global Optimizatidrigure 7 shows a com-
parison between the these types of optimization. Globain@pation is left out of

this comparison because of its computational complexityneach of the other
three types an example from the OpenCV library was taken tnodstrate the
most important differences. The figure shows the result oheégpe of optimiza-

tion method for the same image. The stereo images were sople such that
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each method had real-time performance. The parametersturezd to obtain the
best result.

Fig. 7 Comparison of three
different types of stereo
vision methodsTop-L eft
test imageTop-Right Block
Matching (Winner-Takes-All)
Bottom-L eft Dynamic Pro-
gramming (One-Dimensional
Optimization)Bottom-Right
Semi-Global Block Matching
(Multi-Dimensional Opti-
mization)

The Block Matching method shows a relatively sparse reBalininant features,
such as vertical lines, are matched quite well, but in betwtbese features a lot
of unknown regions are left empty (black pixels). Even thadgws on the ground
apparently do not provide enough texture for good matchihg.information from
this method is partly useful, in that it provides information obstacles close by.
But this information would be much more useful if the methooud be able to
indicate that the center zone of the image contains onlyackest far away. Note
that the center zone even contains blobs of white pixelsitititate non-existing
close objects.

The Dynamic Programming method performs even worse. Thie staictures in
the image can not even be distinguished. This result migtietully representative
for dynamic programming algorithms since these perforrteb#han winner-takes-
all methods in general. In the top-left corner of the image dtreaking effect is
visible: the image lines appear as if they are a little bid@nly shifted horizon-
tally (typical effect of Dynamic Programming). The bottdeft part of the image is
almost empty (no reliable matches) and the right part of mhege does not show
clear objects. This illustrates the short-coming of DyrmaRriogramming: matching
errors influence the results for the remainder of the imawgsliThe bad matching
results in the left part of the image spoil the results in figatrpart of the image.
The fact that this implementation uses pixel-to-pixel rhatg costs might have a
negative influence of the final result.

Compared to the other two methods, Semi-Global Block Matglgives signif-
icantly better results. The main structure of the scenedart} visible in the dis-
parity map: two cabinets close by on both sides and in betwese is space with
obstacles much further away. Also here some regions arertgfty but the amount
of known disparities is substantially larger. False masciie also visible but their
number is also small. This method gives the most useful inédion, and is poten-
tially useful enough for obstacle detection. The resultl$® aotable because the
method relies on simple pixel-to-pixel matching costs.
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According to literature Semi-Global Matching representgoad trade-off be-
tween computational efficiency and performance [15] [16][1

Based on the findings from literature and the above resudtsdhpport these
findings it was decided to use the Semi-Global Matching [18thnd for imple-
mentation in the obstacle avoidance strategies that wersdajeed and tested in this
study.

4 System Performance

The performance characteristics in terms of distance measnts accuracy are
discussed in this section. These are based on static andtégjh.

4.1 Static accuracy measurements

An important performance measure for the stereo visioresyss its accuracy of
measuring distances to objects. To measure its actualrpafwe without the in-
fluence of platform vibrations, a static test was done. Fisrtést the camera was
fixed at several distances (100,150,200,250,300,400/5®6@0cm) from a screen.
The screen was a chess mat that was hanging vertically indliedi view of the
camera. The stereo vision system was used in the same waysaduiting flight.
Disparity maps were computed from 1100 frames per measuntepaént. From
each disparity map a small patch of 10x10 pixels was taken tte center of the
map to compute the mean disparity. This disparity was useddiculating the dis-
tance from the camera to the screen. The results are showguire 8. From the
results it can be observed that, at least for the static tasetereo camera system
is capable of measuring the distance to obstacles up to 5@0tna mean error of
less than 50cm. For the task of obstacle avoidance this caedaeded as an ac-
ceptable performance. Obstacles that are even farther ailldye detected with a
lower distance accuracy. The mean error is larger than 140¢hese cases.

4.2 Accuracy Measurements during flight

The accuracy of the stereo vision system has also been redasuflight. The

experiment was performed using a free-flying DelFly at a dpHeapproximately
60cm/s. The DelFly was flying in the direction of the chess.mab external cam-
eras were used to track the position of the DelFly. Trackiag werformed as fol-
lows: two video cameras were positioned such that the chassvould be in their

field of view and also the area in front of the chess mat (ardamyl The cameras
were positioned on both sides of the flight path of the DelBly.using a power-
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Fig. 8 Distance measurement accuracy for the static case. The left platatailed version of the
right plot.

ful background subtraction routine [19] and blob trackiagspecial small marker
positioned under the DelFly could be tracked. By using tridation routines from
OpenCV, the three-dimensional flight path (w.r.t the chea$) wf the DelFly was
determined. The measurements from the onboard camera aedtdrnal cameras
were synchronized by looking for specific features in thereéed videos.

Figure 9 shows the result from the first flight test. The blum{zan the left plot
indicate the distance between the DelFly and the mat, baseteasurements from
the external cameras. At small distances the blue points shme discontinuities.
This is a result from the background subtraction. At smaitatices the DelFly flies
between the cameras and the mat. The white marker on theyDelFFlat some
points not be noticed when it is in front of a white chess bdeaid. The tracking
routine will then find another point on the DelFly, leadingtt@angulation errors.
These measurement errors should therefore be ignored.
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Fig. 9 Distance measurement accuracy for the flight test. The left plotsliioe actual distance
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The red and green dots are onboard distance measuremeigem As seen from
the plot, most of these points are concentrated around tree fmints. However,
some very clear outliers (red dots) are visible. These mieasnts result from a
hardware problem. In some cases the video frames receivide lgyound station are
mixed-up. The order of the scan-lines is then different ftamnormal case and the
left-rightimages going to the stereo processing routimeaio wrong combinations:
two images from the same camera, or swapped left-right ismableis results in
corrupt disparity maps. Another problem is a typical hafeatfwhich results in
images that are a mixture of two images.

These bad results (red dots) were left out by detecting anittiogncorrupt
frames. The curve fit is based on the good measurements (doten The right
plot in the figure shows the deviation of the measurementpbiased on the curve
fit. A running average (green dashed line) was computed basdte average error
with a windows size of 21. Also the standard deviation forstegic case is shown
in the figure for comparison.

From the left plot it can be observed that the tracked digtsiand the measured
distances show a very good correspondence. The main olisarfram the right
plot is that the onboard measurements have a larger staddwaiation than those
obtained during the static test. For distances larger tB&nct the error seems to
grow rapidly, but this at a moment that the DelFly is stillrting towards the mat.

5 Obstacle Avoidance

This section discusses the results from tests with two r@iffeobstacle avoidance
strategies.

5.0.1 Direct Yaw control

The turn logic for this strategy is straightforward. Frore ttisparity map obtained
by the stereo vision algorithm it is computed how many pixedkng to obstacles
that are on short range (less than 1.1m). These pixels ammedrseparately for the
left and right halves of the image, forming so-called 'obkasignals’. If the left

obstacle-signal reaches a threshold a turn to the righttiated, and vice versa. If
both obstacle-signals reach the threshold at the same dimght turn is initiated.

The threshold value has been chosen such that image noisempditational errors
do not induce unnecessary turns. The turn is initiated bingia predefined step
input to the rudder. This rudder input is a fixed value that barset separately
for left and right turns. Its value was chosen such that tmestare steady and
symmetrical (around 40 cm radius) and the turn speed is ndbsi to avoid spiral

motions. The turn will end only as soon as both obstacleadggjpecome lower than
another (and smaller) threshold. As soon as the lower tbléstas been reached,
the rudder will go back to its trim position. However, if onktbe obstacle-signals
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423 cm

Fig. 10 Floor plan of the test
room. The images around
show the walls, doors and
cabinets in the room

reaches the higher threshold again within a predefinedystife¢, the DelFly will
continue its previous turn, regardless of which of the twistacle’-signals reached
the threshold. This will prevent the DelFly to turn back itk direction it just
turned away from, since this is most likely not a safe maneuve

The experiment was conducted in a room~o4.23x4.42m. Figure 10 shows
a floor plan of the room. The images on the sides give a goodeisspmn of its
appearance. Except for the walls the main obstacles are l@ok loabinets. The
door on the left was closed during the experiments, and paheowindow on the
left was covered to prevent window collisions. It should ls¢eqdl that the images
in the figure only show a part of the scene (mainly the top palni)e the onboard
cameras of the DelFly could see more of the lower parts of dleenr The lights
were most of the time switched off during the experimentsesithey resulted in a
flickering effect in the stereo cameras. During the expentsithe 'obstacle’-signals
were logged, as well as turn events. Furthermore, an onloage was captured at
the moment a turn event (left/right turn or end of turn) ocedr The elevator was
given a constant input such that the speed would be around/®during the test.

This experiment was repeated several times and resultedioug observations.
As a general result it can be stated that the obstacle deteutirformed well. The
obstacle avoidance strategy showed some expected flaveswilhe illustrated by
data recorded during one of the flights.

Figure 11 shows a situation during the first seconds of onleeofest flights. The
sketch on the right indicates the position of the DelFly atstart of the flight and
during the first turn. During the first seconds, it flies clos¢hte wall. But, as can
be seen in the left onboard image, the wall on the right isidetthe field of view.
The left bottom plot shows the 'obstacle’-signals during liéist seconds before the
turn. In this case these values are initially zero becaus®ltistacle detection was
not activated yet. From the plot it can be seen that the cgliimainly) on the left
side in the image, lets the left obstacle signal increagerféisan the right signal, as
expected. When the left signal exceeds the threshold (irekpsriment set at 200),
a turn to the right is initiated successfully. As a resulg fhelFly turned into the
direction of the wall. It was prevented from colliding mativa
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Fig. 11 Example of a turn decision. The first image (top left) is an onbdaabe from the mo-
ment the turn decision threshold (200) was reached. The com@smpobstacle-signals (up to turn
decision) are shown in the bottom left image. The other onboaagjé (top middle) was taken at
the moment the lower threshold (50) was reached. The corresgpobstacle-signals (from turn
initiation until end of turn are shown in the bottom middle imaghe figure on the right shows
the flight path during the turn. For dimensions, see figure 11.

The middle bottom plot shows the amount of obstacles detefiieng the turn.
It can be seen that during the first half second of the turnatheunt of right "ob-
stacles’ increases first. This is because the wall now etiterSeld of view. After
one second the DelFly has turned around and the right obssaghal decreases.
Since the wall is now in the left side of the view, the left @xdé signal is now very
high. While turning away from the wall, the left obstacle sijdecreases. It can
be observed that it takes fairly long before a safe flightadiom was found during
the turn. First it takes two seconds before the left obstsigeal decreases below
the threshold (set at 50). If this threshold would have beersame (also 200) the
turn would have been ended approximately one second e&tberever, earlier ex-
periments showed that for a threshold value of 200, turndaveery frequently be
ended too early (and then continued immediately, but withesdelay). Also note
that at the end of the turn, the left obstacle signal decsshstow 50, but at the
same time the right signal increases again. From the righdanr image in figure
11 it can be observed that the DelFly rolls while making a tdrme table in the
image appears to be shifted up in the right side of the imagearently it is then
detected as an obstacle.

In the sketch on the right it is indicated at which points tlmtwas initiated and
ended. The end point corresponds to the location where gie onboard image
(see figure) was taken. In the sketch it is indicated that #fte moment the DelFly
continued its turn a bit longer. This is a result from the gdiatween the ground
station and the DelFly.

Figure 12 shows how the DelFly continued after the first titris. flying into the
direction of the same cabinet as before, but now it is in thketrside of the camera
field of view (top left image). The left bottom plot indicatéet indeed an obstacle
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Fig. 12 Example of a turn decision. The first image (top left) is an onbdaabe from the mo-
ment the turn decision threshold (200) was reached. The com@smpobstacle-signals (up to turn
decision) are shown in the bottom left image. The other onboaagjé (top middle) was taken at
the moment the lower threshold (50) was reached. The corresgpobstacle-signals (from turn
initiation until end of turn are shown in the bottom middle imaghe figure on the right shows
the flight path during the turn. For dimensions, see figure 11.

is detected on the right side. During the first 0.2s after initration (middle bottom
plot), the 'obstacle’-signals increase quickly since thretHly approaches the cabi-
net. Then, after some delay, the turn command is receivedasdland the DelFly
starts to turn to the left. Note that around one second latéin, signals drop quickly.
However, it takes another second before the signals drapwibke threshold value.
Apparently this is caused by the other cabinet in the cothehould be noted that
during this turn significant noise occurred. As a result, betacle detection was
performed between 1.23s and 1.66s after turn initiatiors Ehalso the case in the
left bottom plot. In that case there are no measurementsleet®.77s and 1.0s after
the previous turn.

These examples show that the DelFly successfully detestsicps in its field
of view at sufficient range to perform obstacle avoidanceoAluring the turns the
obstacle detection provides reliable information whictkesait possible to decide
at which point the turn can be ended safely.

Situations as described in the first example can occur beazuhe direct na-
ture of the turn strategy in combination with the limited dielf-view of the stereo
cameras. During some of the experiments these situatiangred rarely and the
DelFly could fly autonomously for longer than 1 minute.

An important observation during the tests is the enduram¢keeoDelFly in its
current configuration. As discussed earlier, almost fulbtie needs to be applied
right from the start of the flight. Within one minute, full dttle is required. Within
2-3 minutes the batteries cannot deliver sufficient powekeep the DelFly at a
constant height anymore.
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5.0.2 Direct Yaw and Pitch control

The second experiment is a follow-up of the first one, and & dane the same
way. The only difference is the addition of a simple pitch ttohrule. During un-
obstructed flight, the elevator is in its fixed position sulhttthe DelFly will fly
at a speed of around 0.6m/s. As soon as an obstacle needs\oitheda a turn is
initiated the same way as in the first experiment. At the same the elevator input
is changed such that the DelFly will loose its speed and gidibver. As a result
the DelFly will change its heading (by yawing) while it keefssposition. Obstacles
can be avoided without the risk of making a turn and collidivith another object
out of the camera field of view.

Before this test was conducted, it was already known thaD#iEly in its current
configuration is too heavy for hovering. It will definitelydee height at the turning
points. However, the experiment can be useful in demoisgrahat this simple
avoidance strategy is suitable for an (FW)MAV as long as ibis & hover. Future
designs of the DelFly might be able to hover more efficientig @ould use this
strategy for maneuvering in small spaces.

ol — [
FoA

time [s] time [s]

8
8
8

obstacle count

a
g
8

Fig. 13 Example of a turn decision. The first image (top left) is an onbaaabe from the mo-
ment the turn decision threshold (200) was reached. The conmdsppobstacle-signals (up to turn
decision) are shown in the bottom left image. The other onbgaagjé (top middle) was taken at
the moment the lower threshold (50) was reached. The corresgpobstacle-signals (from turn
initiation until end of turn are shown in the bottom middle imaghe figure on the right shows
the flight path during the turn. For dimensions, see figure 11.

As explained this second avoidance strategy is meant to wieimate the benefit
of making turns without forward speed. An example situat®shown in figure 6.
The DelFly approaches the cabinet and at some point a tunitistéd. From the
bottom middle plot it can be seen that initially the amouniedif detected obstacles
increases because of control delay and initial forward gp@&ke DelFly turns to
the right and the obstacle-signals decrease. From theaididard image (top mid-
dle image) it was observed that the DelFly has lost some heigt is now flying
slightly above table height. As discussed earlier, thisiigxpected (but unwanted)
result due to the bad hover performance of this specific cordtgpn of the DelFly.
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Furthermore this results in the additional problem thatdtaee now other obstacles
detected, such as those that are on the tables. Also paddybe of noise (and bad
obstacle detection measurements for that reason) thes@mdied at a point much
further than one would expect.

It was observed that with this strategy obstacle detectiohearoidance could be
performed successfully without the problem of collidindtwout-of-sight obstacles.
This demonstrates the advantage of stereo vision over fi@tianeasurements.

5.0.3 Look-Ahead Yaw control

The previous experiments demonstrated that the DelFlytialvie to hover. Further-
more it was demonstrated that responding directly to oketan the field-of-view
will result in collisions with obstacles that are outside fteld-of-view. Therefore a
third turn strategy is discussed here.

In this new strategy the DelFly continuously flies with a dang speed (fixed
elevator setting). A turn is initiated when too many obstadlpixels with a large
disparity value) are detected in the safety region. Thetygaégion is defined such
that it covers an area large enough for the DelFly to turnredd60 degrees. Be-
cause of the limited field-of-view of the camera, this tureaawill lie ahead of the
current position of the DelFly. Figure 14 shows this safetyion. The region is de-
fined in the camera reference frame, with the x-directioritpesto the right, the
y-direction positive up and the z-direction positive in theection of flight. Starting
at the origin (position of the camera), two oblique lines wefihe camera-field of
view. The dashed line is the trajectory the DelFly will fell@as soon as too many
obstacles are detected. After 225cm a right turn will baated. During the turn
the same safety region is used to detect a new safe flightidineds soon as it is
found, the turn will be terminated. Because a turn might beriteated by mistake
or an overshoot can occur due to delays, the turn will be noati immediately if
the new direction of flight is not regarded safe anymore. Thimly possible within
a fraction of a second after turn termination. This type ohtrecovery has been
taken into account in the safety region definition. This isywie outer circle has
been drawn. Around this outer circle extra safety marginteen included to ac-
commodate for the width of the DelFly and inaccuracies irgea@stimations. Note
that the turn area has been centered in the image in ordentoine the size of the
safety region. As a result, the flight trajectory towards tilm@ area is drawn as a
slanted line. For this reason the stereo vision cameras meumted on the DelFly
with an offset angle to align the drawn flight trajectory witte flight direction of
the DelFly. In other words, the cameras are pointed a liitleotthe right.

In this strategy only rudder commands are used. Becausebttaale measure-
ments are sensitive to noise, filtering is required to ineeembustness. For this
reason a logical diagram was developed as shown in figureefth\{thich decides
upon rudder inputs. In this logic each turn is divided in gga$®uring Phase 1 the
DelFly flies straight with 1m/s (faster than during earligperiments to increase
flight endurance). A threshold is used for the turn decisiasell on the amount of
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Fig. 14 Turn strategy using

continuous turns. The dashed 100
line is the DelFly flight tra-
jectory. The area between the
blue line is the obstacle-free %200 -180 -100 -50 [) 50 100 150 200
region.

pixels that exceed the disparity constraint defined by tfetysaegion. To suppress
noisy measurements, filtering is applied as follows. Eatte tihe threshold is ex-
ceeded (250 pixels), the current time is stored. It can tleerhlecked if the threshold
is exceeded ten times within one second. If this is the caseconcluded that there
is an obstacle. The earliest detection time of these tertiehs is then used as ref-
erence time for the second phase. In Phase 2, the DelFlflisslktraight and waits
until it has reached the point in figure 14 where the turn needse started. This
time to turn is just over 2 seconds. However, because the¢gponse of the DelFly
to rudder inputs is sluggish initially, and because of comitation delays, the time
to turn was tuned experimentally and set a a value of 1500rter fis time has
elapsed the turn is initiated in Phase 3. During the turn éhiscked if the current
direction of flight is obstacle free. As soon as a lower thoéstof 200 pixels is
reached, Phase 4 starts. No filtering is used here becaaseilihresult in unwanted
delay. The turn speed of the DelFly is around 1 rad/s and siekdlys result in large
flight direction differences. To compensate for the quickisien making and turn
overshoots, itis checked in Phase 4 if the new flight diredsandeed a safe direc-
tion to fly. If within one second after turn termination thestdcle threshold of 250
pixels is exceeded again, the turn is resumed in Phase 3rn@skeethe new flight
direction is regarded as safe and Phase 1 starts again. $e Rladso another check
is performed to detect obstacles at short range. The avoédagion defined as in
the first experiment is used here. A threshold of 500 pixelséed. If it is exceeded
three times in row, Phase 3 is activated to start turning idiately. The main rea-
son for including this rule is the sensitivity of the DelFywind disturbances which
changes the flight trajectory to such an extent that ob&taaitéally out of the field-
of-view will result in collisions. This rule is used to preweunexpected collisions
but does not guarantee that the DelFly will be able to cometgafely. Tests with this
turn strategy were performed in a larger test room becautieedize of the safety
region. In the test room from the first experiment the DelFtyuld keep turning
continuously. The test room is visualized in figure 15 (rjght

Figure 16 shows the result from the test with the best rekalt has been ob-
tained. During this test the DelFly flew around for 72.6s withhitting any object.
The experimenter did not have to pull the DelFly up to keep & eonstant height.
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Phase 1 Phase 2 Phase 3 Phase 4
Straight Fiight Straight Fiight Tuming right Straight Fiight

730cm

820 cm

Fig. 15 Left: Flight phase diagram for rudder control. Right: Flotarpof the test room.

It should be noted that the experiment was ended withoubredhe DelFly was
still performing autonomous flight and the total succestfst time could have been
longer than the reported length.

phase 1
phase 2/3
phase 4

Fig. 16 Flight track of the
DelFly during the experi-
ment. The numbers indicate
the flight time, the colors
represent the flight phases.

The experiment starts at a point where the DelFly is cominigba turn that was
performed early after start up. This is point t=0 in figure The track colors indi-
cate the flight phases the controller is in according to figrdeft). During start of
the experiment Phase 4 is active where the DelFly is endirtgiih. During the next
ten seconds Phase 1 is active and the DelFly should perfoaigist flight. From
the flight track it can be observed that the flight is far fronaigiht. Due to non-zero
wind speeds in the test room, caused by ventilation and aiditoning systems,
the DelFly swerves significantly. At this time this does restult in avoidance prob-
lems. When the DelFly approaches the upper wall after 10 siscéthase 2 and 3
are activated. These phases are combined in the figure. ghetfiack during the
subsequent Phase 4 goes right past the cabinet. Howevhrs atoint the DelFly
was flying above cabinet height and for that reason it was owsidered to be an
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obstacle. Only the wall needed to be avoided at this poirg.flight is then contin-
ued in the direction of the lower wall. Note that in all casd®eve Phase 4 is active,
the turn continues. In many cases the new flight directiomaarad 90 degrees fur-
ther to the right. This is a result from all system delays|uding video reception
delay, processing time and radio control delay. After 2®ads in the experiment
Phase 1 is active again. Note that the flight track unexpbotiedlects to the left. As
aresult a new turn is triggered which directs the DelFly badke upper wall. This
sudden left turn can be explained by yaw/roll instabilitylas unpredictable. The
cabinets in the top then force the DelFly to go back (at ar@ihskeconds). Note that
back at the bottom wall the DelFly preserves a larger digtanthe wall compared
to other turns. Again the DelFly goes to the top cabinets awtt hlust after 50s the
lower wall is approached again. In this case an early tumitigied which is ended
too early. As a result Phase 4 is activated while the DelRllycstntinuous in the
direction of the wall. Because the wall is detected agairsPI3ds active again after
684ms. The turn is then continued till the flight directiom@w in the direction of
the cabinets again. Again the DelFly unexpectedly turnskdyio the left and flies
in the direction of the doors on the left. These are detectely and a slight turn
follows immediately. Another turn is then initiated 1517ater to avoid the left
wall. At t=60 the DelFly is performing a straight flight in thigrection of the top
wall at a height above the cabinets. The wall behind the etbiis then detected
and avoided successfully. The flight ends after 72.6s witholliding with any ob-
stacle. Note that during the last part of the flight the Deliigdually but severely
makes a turn to the right. Near obstacles (see bottom of Phaségure 15 (left)
were never detected. This means that the DelFly never wieatdid obstacles that
were detected late.

6 Conclusions

From the results presented in this paper it can be concluddtereo vision can
be applied successfully for obstacle detection and avoiglam FWMAVs. It was
shown that real-time stereo vision can provide accuratesaffttient obstacle in-
formation. By making use of suitable camera hardware theiftgpmotion of FW-
MAVs has a minor influence on the stereo vision algorithm.His trespect this
method outperforms optic flow techniques.

The small camera system is capable of giving distance esgwéth a standard
deviation of 20cm up to 5m. Even for texture-poor areas thoeiiacy is still ade-
guate. The weight of the camera system and extra requireshpégads to a reduced
flight endurance and a reduced flight envelope i.e. hovesimgi possible.

Closed-loop experiments showed that stereo vision caniggawbust and re-
liable obstacle information that allows the DelFly to penfosuccessful obstacle
avoidance. An autonomous flight time of 72.6 seconds hasdigaimed as the best
result.
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One of the focuses of future research will be on the camerigridsghter cam-

eras with a wider field of view should result in better perfarroe. Another impor-
tant focus will be on onboard image processing. This wilha@tiate communication
delays and the need for a ground station within communicatage.
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