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Abstract Estimating the mean orbital elements is essential for satellite orbit deter-
mination as well as guidance and autonomous orbital transfer. Whereas offline es-
timation of mean elements can be performed using batch processing and analytical
satellite theories, online estimation requires recursive filtering. This paper proposes
a unique formulation for mean orbital elements estimation, wherein the semiana-
lytical theory is used for generating both the process and measurement equations,
but the mean elements estimation is performed using an Unscented Kalman Filter.
A comprehensive performance evaluation for both controlled and uncontrolled or-
bits shows the potential applicability of the method and its advantages compared to
Brouwer-based approaches.

1 Introduction

In many cases of practical interest, satellite guidance and orbit control laws utilize
mean orbital elements, rather than osculating elements, as inputs. This pertains both
for open-loop and closed-loop guidance and control [1,2]. The use of mean elements
— which are usually defined as a single-period-averaged osculating elements — has
clear benefits, including reduced sensitivity to high-frequency content and short-
periodic oscillations, which implies much lower fuel consumption. It makes more
sense to have the satellite track an orbit defined by mean elements than have it
respond to the fast variations of the osculating elements. This observation holds
both for single- and multiple-satellite missions [3].

With the onset of autonomous satellite missions, capable of performing closed-
loop autonomous orbital transfer [4], the importance of efficient on-board mean
elements estimation becomes evident. Whereas in traditional satellite missions the
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mean elements can be estimated on the ground and uploaded to the satellites within
the visibility slots, autonomous missions must be capable of producing real-time
mean element estimates based on measurements obtained from the on-board sensors
— typically GPS receivers.

In general, there are three main alternatives for estimating the mean orbital ele-
ments. The first is to use an analytical theory, such as the Brouwer artificial satellite
theory [5], the Kozai theory [6], the drag-extended Brouwer theory [7], or newer
theories, including those discussed in Refs. [§—15] to name only a few. The second
alternative is to use batch processing to convert from osculating to mean elements
using least-square-type approaches. Both of these alternatives could be problematic:
Brouwer-type theories are sensitive to noise and modeling errors and cannot easily
accommodate thrust; and batch processing is not adequate for real-time on-board
implementation as it requires data accumulation for at least a complete orbital pe-
riod (in addition, the actual orbital period changes, which may introduce additional
errors).

The third alternative, which is the focus of the current work, is to use recursive fil-
tering to estimate the mean elements. This approach has not received much attention
in the literature, and there are only a handful of works that consider on-board mean
elements estimation from osculating elements measurements [4]. This problem is
not trivial, since it is difficult to write a good dynamical model for mean element
propagation, formulate a mapping from mean elements back to osculating elements
to get a measurement-type equation, and in addition find a filter that would be capa-
ble of properly processing the highly-nonlinear state and measurement equations.

In this work, a new approach for on-board estimation of the mean elements
from osculating element measurements is proposed. First, a semianalytical dynami-
cal model that includes zonal/tesseral/sectorial harmonics and drag is formulated to
capture the daily, long-periodic, and secular evolution of the mean orbital elements.
Because there is a clear tradeoff between precision and complexity, the semianalyt-
ical model is truncated to include the control inputs, the long-periodic and secular
terms up to J4 /C33/S33 and exponential drag. The mapping from mean to osculating
elements, which is used as a measurement equation, is obtained by adding the short-
periodic effects of drag and zonal/tesseral/sectorial harmonics to the mean elements.
This unique formulation is then matched up with a square-root unscented Kalman
filter (SR-UKEF) [16] that serves as the mean elements estimator. The sigma point
selection is performed based on the spherical simplex (SS) algorithm [17], which
significantly reduces the number of propagated sigma points, thus allowing for im-
proved computational efficiency and possible real-time implementation. A compre-
hensive performance evaluation for both controlled and uncontrolled orbits shows
the potential advantages of the proposed filtering approach vis-a-vis Brouwer-type
methods.
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2 Preliminaries
In an inertial reference frame, the equations of motion for the perturbed Keplerian
two-body problem are written as

H—%r:F 1)

where r € R3\{0} is the position vector, r = [t|| and F is the perturbation. The
solution for the respective position and velocity vectors can be written as [18]

r="f.[a(t),e(t),i(t), (1), @(t), Mo(2),t],v="~,[a(t), e(t), i(z), Q(¢), ®(t) ,Mo(?),1]

(@)
where {a(t), e(t),i(t), Q(t),w(t),My(t)} are the classical osculating orbital ele-
ments — semimajor axis, eccentricity, inclination, right ascension of the ascending
node (RAAN), argument of perigee and mean anomaly at epoch, respectively. The
variational equations for the classical elements are usually written in two forms. If
F = dR/dr, for some perturbing potential R, then one obtains the Lagrange plane-
tary equations (LPE) [18]

da 2 JdR
a " faoM G
de 1—é? 3R_\/1—e28R (3b)
dr fiale oM fidle 0w
di _ coti  JR B 1 JR (30)
dt i1 —e2 900  jig?\/1—e?sini 02
w___ Lk ()
dt  fia®\/1—e2sini i
do V1-e?0R ___coti IR 3e)
dr fia’e de  jig?\/1— 2 i
2
ay 1= R 2R -

where /i = \/t /a3 is the mean motion.

A more general formulation of the variational equations, which allows for non-
conservative specific forces, yields the Gauss variational equations (GVE). In the
GVE, the perturbation is represented in RSW, i.e., AF = FRﬁ+ Fsg + FWW. The
resulting equations are [18]:
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(:1—6: = ﬁ\/% (eSianR+l:F5> (4a)

% - ‘/7 (sin fFe+ <cos f+ m) F5> (4b)

C;—i’ - ;m—e@ (—cosfFR +sinf (1 + ;) FS> - m‘\/‘%’mm (4e)

B L ((peos/—2er) Fa— (5 +)sin ) (4n)

where p =a (1 - 62) is the semilatus rectum and f is the true anomaly.
With a £ [a(t), e(t), i(t), 2(t) ,®(t) ,Mo()] as a state vector, and a mapping of
the form ¢t — f(z, o), the LPE (3) and GVE (4) can be written in a unified form as

o = g(ot,1) ®)

In many cases of interest, such as satellite orbit control, guidance and orbit propaga-
tion, the osculating elements are replaced by mean elements. A common definition
of the mean elements relies on the averaging operator, which, for some given vector-
valued function s(¢), is defined by

o Al T B 1 2 1 2 B 1 2
s-(s(t)>—?/0 sar=5_ | 57?82(;) df—E/o sdM  (6)

where M is the mean anomaly. Thus, the mean elements are obtained by

a=(a) 2 [ ata @

where T denotes the orbital period.

An analytical mean-elements calculation scheme was proposed by Kozai [6] and
Brouwer [5], who used the averaging technique to isolate the short-periodic terms,
Olshort» SO that

o (t) =a (t) — Oshort (t) (8)
Substituting Eq. (8) into Eq. (5) yields

6‘ (t) + aShO” (t) =g= g + Eshort (9)

In this formulation, & (¢) consists of secular and long-periodic terms, namely

8 =8 T+ Zlong (10)
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where

Esec = Esec (d> e, Z) s 8long = 8long (d’ e, i, , (D> s Eshort — Lshort (dv e, i, 2,0, M) =g—£

(1)

In the following discussion, this mean element calculation scheme will be cou-

pled with a recursive filtering algorithm to yield accurate and computationally-
tractable estimation of the mean elements.

3 Modeling the Orbital Dynamics

In this section, the semianalytical astrodynamical models used for the propagation
of the mean elements will be discussed, including zonal, tesseral and sectorial har-
monics, as well as drag.

3.1 The Zonal Part of the Geopotential

The perturbing gravitational potential including zonal harmonics only is given by
[19]:

(=] r n .
Rzonal = _% ;Jn(f) P, (SIH(P) (12)

where J,,n = 2,3,... are the zonal gravitational coefficients, ¢ is the latitude,
sin@ = sinisinu , u = @ + f is the argument of latitude, r, is Earth’s mean equa-
torial radius and P, (x) denotes a Legendre polynomial of the first kind of order n,
which is expressed as [20]

1 a

= T 1)’ B

P, (x)

It is customary to average R,,,, prior to the substitution into the LPE (3). Ap-
plying the averaging operator (6) gives:

_ 1 2= 1 r\2
Rzonal = E/O Rzonallie2 (a) df = Ryec +R[0ng (14)

To evaluate the integral in Eq. (14), the zonal potential should be written as a
function of the classical orbital elements. This procedure can be found in [19,21].
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3.2 Second-Order Effects

As pointed out by Brouwer [5], due to the nonlinear nature of the variational equa-
tions, the short-periodic terms contribute both secular and long-periodic inputs of
O(J3).

The resulting short-periodic averaged potential, after transforming into the clas-
sical orbital elements, is given by

_ B 3J22r§/.1
short — 1287’]7615

cos’i (5% +36m +35) +¢? (30cos*i — 32cos?i + 2) cos 2

where 1 = V1 —e?.

2_4n—5—cos%i (180> —24n—1
(51 n—5—cos’i (187 n—10) + 15)

3.3 The Tesseral-Sectorial Part of the Geopotential

The dominant tesseral and sectorial harmonics (degree 2 and order 2) have a period
of approximately half day, which is much longer than the orbital period [19, 22].
Hence, tesseral and sectorial harmonics may have a significant effect on the long-
periodic dynamics. It is thus imperative to include the tesseral and sectorial harmon-
ics in the mean elements dynamical model. The perturbing gravitational potential of
Tesseral and sectorial harmonics is given by [19]:

o

[ Te\™ . .
Rtesseral = % Zz Zl (f) Pun (Sln (P) [Cnm cosmA + Spm Sin m)'] (16)
n=2m=

where A is the geographic longitude of the satellite measured eastward from the
Greenwich meridian, Cy;,, S, are harmonic coefficients and P, (x) are the associ-
ated Legendre polynomials of degree n and order m, which are expressed as

n+m

dxn+m

n

1
- 2npl

(1= ()" ]

(1 _x2)7 dxm

P (x) P, (x) a7

The geopotential up to degree 3 and order 3 can be written down based on Eq. (16):
2
Ry = 3(:052(pE (E) (Capcos2A + Sy sin2A)
r\r

3

R3 = 3 (53in2¢— 1) ad (E> (C31cosA +S31sin k)

2 rr r3 (18)

R3p = 15sin (pcosz(pE (—e> (C32c082A4 + S3p8in2A)
r\r

u

3
Ryz = 150053(p7 (%) (Cs33c083A4 + S33sin3A)
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Using the averaging method presented in Section 2, the long-periodic perturbing
potentials of the tesseral and sectorial harmonics up to degree 3 and order 3 can be
derived:

2
) (C22c0822; + S5 5in 22,
3 -3 Cs1 (cos Q,cos  (3sin%i — 1) + sin Qg sinwcosi (1 — 2sin?i
Rlong,Bl:*e(l_ez) ZE( 31( S (4 .15 )2 5 ( 5 .42. ))
2 a +831 (cos s sinwcosi (2sin’i — 1) +sinQ;cos w (3sin’i — 1))
15 =3 . re\3 [ C3 (cos28 sina)(3sin2i—2) —25in2€, cos ®cosi)
Rione s = —e(1— )2 —(—) ; T 2) T ASMATL COS D
long,32 = 7 e(1—¢) sin a\a +832 (2€0828; cos @ cos i + sin L sin @ (3s1n21—2))
45 n—3 M 30 Cxs (2005 30, cos wcosi+ sin 30, sin @ (3Sin2i—2))
Riong33 = *e(l —e ) - (*) . . . .2
4 al\a +833 (251n3.QScosa)cosz—|—cos3QS sin @ (2—3sm 1))

(19)
where Q; = Q — 0, and 0 is the Greenwich sidereal angle.
3.4 Atmospheric Drag
The specific force due to atmospheric drag can be modeled as
18C
Farag = =5 2P (V= Vatm) |V~ Vaun| (20)

where m is the satellite mass, S is the cross-sectional reference area, Cp is the drag
coefficient defined with respect to the cross-sectional area, and p is the atmospheric
density. The vector v, is the atmospheric velocity. If the atmosphere is assumed
to be spherical and co-rotating with the Earth, then v, = [O 0 a)e] T XT.

The model used herein approximates the atmospheric density as [18]

r —r
P = poexp (’2) @1

where py is the atmospheric density at the initial perigee radius, rp,, and H is the
density scale height of the atmosphere. The drag specific force vector Fg,,q, written
in terms of the osculating elements, can be expressed in the NTW frame as follows
[23]:

1 5, l42ecosf+eé?
Fr=—-K ety e
N ey

Fy=0 (22)

1 142 2\ /2
Fy = =5 Kofiapreos(w+ ) sini(Jr(jC_Ose{)H>
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where Ki = (CpSi/m ) Q , Ks = (CpSa/m ) 0\/Q , and Q = (1= rpy@,cosi/vy,)’.
The variables S and S, are the respective cross-sectional areas perpendicular to the
tangential and subnormal directions, and v, is the velocity at the initial perigee. To
use the GVE (4), the drag components are first transformed from NTW into RSW
using the transformation

i 1
_ esinf Frt +ecosf Fy
\/1+2ecos f+ e? \/1+2ecos f+ e? 23)

1+ecosf esin f

T Fy
V' 1+2ecos f+e? V1+2ecos f+e?

Substituting Eqs. (22) and (23) into Eq. (4) yields:

Kiiia®
-y’

Kiii
bdrag = _%p (cosf+e) (1+2ecosf+e
(1-¢?)

3/2
)

Qdrag = — (lJrZecosque2

2)1/2

: Kaa - 1/2
dl/dtdrag = —mp Slnl(l + cos (2((1)—|—f))) (1 —62) (1 +2€COSf+€2) /
. Kza . 2 2\1/2
Qrge = ——=psin(2(w+ 1—e”)(1+2ecosf+e
drag 4(1+€COSf)2p ( ( f))( )( f )
. Kiiia . 1/2 .
a)drag = —e(l_lwp Slnf(l +2€COSf+ez) / _COSl‘.erag
Marag = —%p sinf (1+ecos f+e?) (1 +Zecosf+e2)1/2

(24)
The atmospheric density can be expanded into a series dependant upon modi-

fied Bessel functions [24,25], a procedure that results in the following variational
equations for the secular terms,

B 3 a a? Tpy—a
Adrag,sec = _Klpona2 <1 +é? (4 + q + 41_12> +0 (e3>> exXp ( p()}] )

e ae Foo—a
édrag,sec = —Kpofia <7 +——4+0 (63)) exp (POI-I)

2 2H
. 1 . 2 (3 a a’ 3 Tpg — @
dl/dtdmg’sec:—4K2p0as1nl(1—|—e (4—H+4H2>+ﬁ(e) exp ( =—
erag,sec =0
d)drag7sec:O

. 3 N 3 a a? Tpo—a
Marag sec = ZKlponza (1 +é? <4 + H+4H2) 6’(63)) exp( p(}_I > (t—10)

(25)
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while the long-periodic terms are given by:

ddragJong =0

édrag,long =0

. 1 (11 a Tpog—a
di /At 4yag 1omg = — 7 Kopoasini ((8 —gt 8H2> 2cos2m+ O (63)> exp (%)

: 1 11 a a? ) P
Qarag,long = *ZKZPOG ((8 g + 8H> e*sin20 + 0 (63)) exp ( POH >

d’drag,long = —cosi- 'erag,long

Mdrug.lang =0
(26)

Finally, the effect of the short-periodic terms can be obtained following the method
of Kozai [6].

4 Mean Elements Estimator

The fully-assembled semianalytical model described in Section 3 may be written in
the form

a= Xsec ((_X) + (Xlong ((_X) + asec,Z (d) + along,2 ((_X)
+ al()ng.nm ((_X) + admg,sec ((_X) + adrag,l()ng (d) +u (d) +w (27)

where u denotes control inputs (either impulsive or continuous), whose effect is
modeled using the GVE (4). The incorporation of the control forces using the GVE
(4) involves an inherent approximation, since the GVE (4) are written in osculating
elements. However, as previous studies have indicated, this approximation is ade-
quate [3]. The vector w appearing in Eq. (27) is an additive process noise, which
reflects modeling uncertainties. It is assumed that w is a white noise with power
spectral density Q.

The satellite on-board sensors — e.g., a GPS receiver — provide measurements
of the inertial position and velocity or unfiltered outputs for the osculating orbital
elements by using the inverse of relations (2). Thus, in light of the discussion in
Section 3, it is possible to write

Aose = o+ Ashort ((_X) + adrag,short ((_X) + ashort,nm ((_X) +0 (28)

where v is the measurement noise, which is a discrete white noise process with the
covariance matrix R.

It is readily seen that Eqs. (27) and (28) constitute nonlinear process and mea-
surement equations, respectively, which adhere to the form
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X (i) = F(x () 1) + W (1) 29)
y (i) =h(x (%)) +v (1) (30)

where x = @ € R” is the state vector, y = 0,5 € R" is the measurement vector,
f:R"x R™ — R", and h: R” — R”". To obtain the estimated mean elements & from
the osculating elements measurements, a nonlinear estimation algorithm should be
used. In this work, the square-root form of the spherical simplex unscented Kalman
filter (SR-UKEF) is utilized.

As mentioned in the Introduction, the UKF is a sigma-point Kalman filter
[26-28]. The square-root form of the UKF [16] provides improved numerical sta-
bility and keeps the covariance positive semidefinite. The spherical simplex sigma
point selection method reduces the number of sigma points and decreases the com-
putational time [17], and is hence more suitable for on-board real-time implemen-
tation. For completeness, the main steps necessary for the implementation of mean
elements estimation based on the SR-UKF are elaborated herein.

4.1 Spherical Simplex Sigma-Point Selection

For an n-dimensional space, this sigma-point selection strategy provides n+2 sigma
points, instead of the traditional 2n 4+ 1 points. The point selection algorithm of the
spherical simplex unscented transform for an n-dimensional system can be found in
[17].

4.2 SR-UKF Algorithm

After the sigma points have been calculated, the SR-UKF can be applied as follows
[16]:

(a) Calculate sigma points:

Xiorp =R+ Zi,  i=0,...n+1 31)

where Sy denotes a Cholesky factor, initialized by taking Sy = chol (E [x0 — Xo] [x0 — )‘(O}T) ,

chol (-) denotes the Cholesky factorization, and &g = E [xo].
(b) Time update equations:
)'{k_lli:f(Xk,I,l‘k,I), i=0,....n+1 (32)

Discretization of the state equations will generally degrade the filter perfor-
mance; Runge-Kutta integration is used instead for propagating the continuous
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nonlinear state equations, avoiding discretization. Here ; is obtained. Now,

n+1
Xe = Z Wzmlk\i (33a)
i=0
Sy ZQF({W(lk\1:n+1 —ﬁ;), QD (33b)
Sy, = cholupdate (S;k,ka - f(k_,wg) (33¢)
Xii =% +8¢Zi,  i=0,...,n+1 (33d)
Yk\i=h<xz‘i), i=0,....n+1 (33e)
n+1
Ve = Y Wit (33f)
i=0

where qr (+) is a function that performs the QR decomposition, and cholupdate (-)
is a function that carries out the rank 1 Cholesky factor updating.
(c) Generate the Kalman gain and perform the measurement update:

Sy, =qr ( [\/WTT (7’k\1:n+1 = 7\/7?}) (34a)

Sy, = cholupdate (Sy, , %o — % - W) (34b)
n+1 T

Py, = Y Wi [xk\i —’A‘lj (% = 9 | (34c)
i=0

Ki = (Pay/Sy,) /Sy, (34d)

ﬁk = f(k_ + K (yk — yk_) (34e)

U = KiSy, (34f)

Sy, = cholupdate (Sg ,U,—1) (34g)

where the operator A/B denotes the matrix division of B into A, i.e. a solution for x
to the equation AA”x = AT B (see [29] for additional implementation details).

5 Results

The objective of this section is to evaluate the performance of the SS SR-UKF as a
mean elements estimator subject to the semianalytical dynamical model. The mean
elements estimation performance is evaluated using three test cases: Uncontrolled
orbits (including a Monte-Carlo simulation), impulsive orbital corrections and con-
tinuous low-thrust orbital transfer. The “true” orbits are generated based on the High
Precision Orbit Propagator in STK® | including a 21 x 21 gravity model (EGM96),
drag according to the ISA-1976 model [30] and other perturbations, including so-
lar radiation pressure, lunisolar third-body gravitational attraction and tides. For the
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first example, a lifetime of one year is chosen so that the long-periodic terms, whose
period is around five months, can manifest themselves in the orbital dynamics.

5.1 Initial Conditions and Parameter Values

The mission epoch is 1 Mar 2012 10:00:00.000 UTC, and it lasts until 28 Feb 2013
10:00:00.000 UTC. Table 1 gives the initial conditions in terms of osculating orbital
elements.

The observation data are generated by contaminating the STK® -generated po-
sition and velocity vectors with GPS measurement errors. The one-sigma three-
dimensional position and velocity errors are 5m and 2 cm/s, respectively. The pro-
jection of the position and velocity measurement noise covariance onto osculating
orbital elements space can be obtained by means of a Monte-Carlo simulation, yield-
ing the results presented in Table 2, where the measurement noise covariance matrix
R is given by

R = diag[cov,, cov,,cov;,covg, oV, Covyy] (35)

The time update was performed based on model (27), which included zonal har-
monics up to J4 and tesseral/sectorial terms up to C33/S33. Table 3 lists the numerical
values of the geopotential coefficients and other parameters related to the astrody-
namical models. The SS SR-UKF parameters are listed in Table 4.

Table 1: Initial osculating orbital elements values

Parameter Numerical value
7000 km

0.01

55 deg

10 deg

10 deg

10 deg

TS0 ~n 8

To obtain faster convergence, a judicious initialization of the estimated mean
elements is required. To that end, the following initialization is used:

65(1‘0) = Opsc (IO) — Oshort (aosc (fo)) - adrag,shart (aosc (IO)) (36)

Equation (36) generates an approximation of the initial estimated values by replac-
ing the mean elements with the (measured) osculating elements in the expressions
for the short-periodic variations.
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Table 2: Measurement noise covariance of the osculating orbital elements

Parameter Numerical value

cov, 500.4 m?

cov, 8.966x 10712
cov; 1.886x 10!2 rad?
covo  9.020 x 10713 rad?
cove  3.179 x 1078 rad?

COVy

3.086 x 1078 rad?

Table 3: Geopotential and drag model coefficients

Parameter Numerical value

J,  1082.62668355 x 10~°
J3  —2.53265648533 x 107°
Js  —1.61962159137 x 10~°
Cyy  1.57446037456 x 10~°
S —9.03803806639 x 1077
C31 2.19263852917 x 10°°
S31 2.68424890297 x 1077
C3  3.08989206881 x 1077
S —2.11437612437 x 1077
Cy; 1.00548778064 x 107
Sy 1.97222559006 x 107
®, 7.2921158553 x 10 rad/s

r  6378.137 km
[ 3.98600436 x 10'4m3/s?
H  68.7km

Py 2.34x107 1 kg/m?

Table 4: Filter parameters

Parameter Numerical value

Wo

(o

B

0.25
1
0
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5.2 Uncontrolled Orbits, Single Run

The simulation study starts by evaluating the ability of the filter to capture the long-
periodic and secular mean element evolution for a one-year mission. The results are
presented in Fig. 1, which compares the osculating and mean values of the semima-
jor axis (Fig. 1a), eccentricity (Fig. 1b), inclination (Fig. 1c), RAAN (Fig. 1d), and
argument of perigee (Fig. le). It is evident that the filter captures the long-periodic
evolution of the eccentricity and inclination and the slow secular evolution of the
semimajor axis (due to atmospheric drag).

The next step is to evaluate the mean elements estimation errors. However, as
opposed to standard filtering problems, in which the states of the process model are
used as reference for comparing the estimated states, in the case at hand the semi-
analytical model of the mean elements, given by Eq. (27), is truncated on purpose,
and does not include effects such as lunisolar attraction, gravitational perturbations
beyond order 4 and solar radiation pressure, to allow for computational efficiency.
Thus, it makes little sense to use it as a reference for evaluating the estimation er-
rors. Instead, a batch numerical averaging procedure is carried out to evaluate the
“true” mean elements per definition (7). The batch averaging relies on the extended
Simpson quadrature rule, given by [31]

_ 1 T 1 riv—1
af?Aa@mfﬁm o (1) di
1 /1 4 2 4
= (306([0)+306(11)+3Ot(t2)+30£(t3)+ 37

N

%0‘ (tv—3) + ga (tv—2) + %0‘ (tN1)> +0 (1\14>
where the alternation of 2/3 and 4/3 continues throughout the interior of Eq. (37).
The vector of estimation errors is then defined as

ca=a—0 (38)
The estimation errors (38) are compared to a direct application of the Brouwer ar-
tificial satellite theory as formulated in Ref. [32]. The purpose of the comparison
between the Brouwer and SS SR-UKF-based estimation of the mean elements is to
inquire whether a direct application of the Brouwer theory may be used as a sub-
stitute for recursive filtering; as will be seen shortly, the answer to this question is
strictly negative.

A comparison of estimation errors between the SS SR-UKF and the Brouwer
theory is depicted in Fig. 2. In this figure, the estimation errors of the semimajor axis
(Fig. 2a), eccentricity (Fig. 2b), inclination (Fig. 2c), RAAN (Fig. 2d) and argument
of perigee (Fig. 2e) are shown for a 24-hour period to better illustrate the quantitative
aspects of the differences between the Brouwer theory and the recursive filter. It is
evident that the Brouwer-based errors are noisier than the filter-based estimation
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Fig. 1: Sample single 1-year simulation run comparing the osculating and estimated
mean orbital elements.
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errors. In addition, the eccentricity estimation through Brouwer’s theory is slightly
biased, whereas in the filter-based estimation it is unbiased.

5.3 Uncontrolled Orbits, Monte-Carlo Runs

The observations in Section 5-5.2 can be substantiated using a long-term Monte-
Carlo simulation. The numerical values of the standard deviations are summarized
in Table 5. It is evident that the filter yields at least an order of magnitude better
accuracy than the Brouwer theory. The difference is particularly dramatic in the
estimation of the semimajor axis, wherein the filter provides a 1-¢ accuracy of about
60cm, compared to a Brouwer 1-¢ value of about 22m.

Table 5: Standard deviation values of the mean elements estimation errors for 100
Monte-Carlo Runs

o Filter Brouwer

eq 0.6118 m 22.42m

e, 3.972x 1077 2.994x 1076

e; 9.380 x 1076 deg 7.877 x 107 deg
eq 6.665 x 1070 deg 5.486 x 107 deg
ep 0.0013 deg 0.0103 deg

5.4 Continuous Thrust

The final test case involves continuous thrust. The magnitude of the thrust is 0.08 N,
as used in the SAMSON mission [33] and the direction is determined by the unit
vector [v/3/3,v/3/3,1/3/3 ] in the NTW frame, indicating that all three maneuver
channels are active. A thrusting arc of 3 hours is used. The results for a 12-hour
integration are shown in Fig. 3. Although the acceleration caused by the continuous
thrusting induces both secular and periodic variations in the mean elements, the
filter is capable of providing unbiased estimation of the mean elements, including
the semimajor axis (Fig. 3a), eccentricity (Fig. 3b), inclination (Fig. 3c), RAAN
(Fig. 3d) and argument of perigee (Fig. 3e).
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Fig. 2: Sample simulation run comparing the mean element estimation errors as
obtained from the Brouwer theory and the SS SR-UKF filter.
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thrusting arc.
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6 Conclusions

Using the spherical simplex square-root unscented Kalman filter for estimating the
mean orbital elements has clear advantages over the Brouwer artificial satellite the-
ory: It can adequately respond to thrust, and it is much less sensitive to measurement
noise. In the examined scenarios, the filter provided a sub-meter 1-c estimation ac-
curacy of the mean semimajor axis, which is almost two orders of magnitude better
than the Brouwer-based estimation. The filter was designed from an astrodynamical
standpoint — the equations were formulated in a True of Date reference frame, thus
taking into account the precession and nutation of the Earth; tesseral and sectorial
harmonics were not neglected, thus yielding improved estimation of the inclination
and eccentricity variations; and the short-periodic effects were used to transform
from mean to osculating elements.
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